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Architectural Principles of the Internet
Status of This Meno

This neno provides information for the Internet conmunity. This nmeno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimnted.

Abstract

The Internet and its architecture have grown in evolutionary fashion
from nodest begi nnings, rather than froma Gand Plan. Wiile this
process of evolution is one of the main reasons for the technol ogy’s
success, it neverthel ess seenms useful to record a snapshot of the
current principles of the Internet architecture. This is intended for
general guidance and general interest, and is in no way intended to
be a formal or invariant reference nodel.
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1. Constant Change

In searching for Internet architectural principles, we nust renmenber
that technical change is continuous in the information technol ogy

i ndustry. The Internet reflects this. Over the 25 years since the
ARPANET started, various neasures of the size of the Internet have

i ncreased by factors between 1000 (backbone speed) and 1000000
(nunber of hosts). In this environnent, sone architectural principles
i nevitably change. Principles that seened inviolable a few years ago
are deprecated today. Principles that seem sacred today will be
deprecated tonmorrow. The principle of constant change is perhaps the
only principle of the Internet that should survive indefinitely.
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The purpose of this docunent is not, therefore, to |lay down dogma
about how Internet protocols should be designed, or even about how
they should fit together. Rather, it is to convey various guidelines
t hat have been found useful in the past, and that may be useful to
those designing new protocols or evaluating such designs.

A good anal ogy for the devel opnent of the Internet is that of
constantly renewi ng the individual streets and buildings of a city,
rather than razing the city and rebuilding it. The architectura
principles therefore aimto provide a framework for creating
cooperation and standards, as a small "spanning set"” of rules that
generates a large, varied and evol ving space of technol ogy.

Some current technical triggers for change include the linmits to the
scaling of IPv4, the fact that gigabit/second networks and nultinedia
present fundanentally new chall enges, and the need for quality of
service and security guarantees in the comrercial I|nternet.

As Lord Kelvin stated in 1895, "Heavier-than-air flying machines are
i npossible.” W would be foolish to imagine that the principles
listed below are nmore than a snapshot of our current understanding.

2. Is there an Internet Architecture?

2.1 Many nenbers of the Internet comunity would argue that there is
no architecture, but only a tradition, which was not witten down for
the first 25 years (or at least not by the 1AB). However, in very
general terms, the community believes that the goal is connectivity,
the tool is the Internet Protocol, and the intelligence is end to end
rat her than hidden in the network.

The current exponential growth of the network seens to show t hat
connectivity is its own reward, and is nore val uabl e than any

i ndi vi dual application such as mail or the Wrld-Wde Web. This
connectivity requires technical cooperation between service
providers, and flourishes in the increasingly liberal and conpetitive
conmerci al tel ecomuni cati ons environment.

The key to gl obal connectivity is the inter-networking layer. The
key to exploiting this |ayer over diverse hardware providi ng gl oba
connectivity is the "end to end argunent™.

2.2 1t is generally felt that in an ideal situation there should be
one, and only one, protocol at the Internet level. This allows for
uniformand relatively seanl ess operations in a conpetitive, multi-
vendor, multi-provider public network. There can of course be

mul tiple protocols to satisfy different requirenents at other |evels,
and there are many successful exanples of large private networks with
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nmul ti ple network | ayer protocols in use.

In practice, there are at |east two reasons why nore than one network
| ayer protocol mght be in use on the public Internet. Firstly, there
can be a need for gradual transition fromone version of IP to

anot her. Secondly, fundanentally new requirenents nmght lead to a
fundanental |y new protocol

The Internet |evel protocol nust be independent of the hardware
medi um and hardware addressing. This approach allows the Internet to
exploit any new digital transm ssion technology of any kind, and to
decoupl e its addressing mechanisms fromthe hardware. It allows the
Internet to be the easy way to interconect fundanentally different
transm ssion nmedia, and to offer a single platformfor a wide variety
of Information Infrastructure applications and services. There is a
good exposition of this nodel, and other inportant fundenental

i ssues, in [dark].

2.3 1t is also generally felt that end-to-end functions can best be
reali sed by end-to-end protocols.

The end-to-end argument is discussed in depth in [Saltzer]. The
basic argunment is that, as a first principle, certain required end-
to-end functions can only be perforned correctly by the end-systens
t hemsel ves. A specific case is that any network, however carefully
designed, will be subject to failures of transm ssion at sone
statistically determined rate. The best way to cope with this is to
accept it, and give responsibility for the integrity of communication
to the end systens. Another specific case is end-to-end security.

To quote from[Saltzer], "The function in question can conpletely and
correctly be inplenented only with the know edge and hel p of the
application standing at the endpoints of the conmmunication system
Therefore, providing that questioned function as a feature of the
comruni cation systemitself is not possible. (Sonmetinmes an inconplete
versi on of the function provided by the comuni cati on system nay be
useful as a performance enhancenent.")

This principle has inportant consequences if we require applications
to survive partial network failures. An end-to-end protocol design
should not rely on the mai ntenance of state (i.e. infornmation about
the state of the end-to-end conmunication) inside the network. Such
state should be maintained only in the endpoints, in such a way that
the state can only be destroyed when the endpoint itself breaks
(known as fate-sharing). An imedi ate consequence of this is that
datagrans are better than classical virtual circuits. The network’s
job is to transmt datagrans as efficiently and flexibly as possible.
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Everyt hing el se should be done at the fringes.

To performits services, the network maintains some state

i nformati on: routes, QoS guarantees that it nakes, session

i nformati on where that is used in header conpression, conpression

hi stories for data conpression, and the like. This state nust be

sel f-heal ing; adaptive procedures or protocols must exist to derive
and maintain that state, and change it when the topol ogy or activity
of the network changes. The volume of this state nmust be minim zed,
and the |l oss of the state nmust not result in nore than a tenporary
deni al of service given that connectivity exists. Mnually
configured state nust be kept to an absol ute mi ni num

2.4 Fortunately, nobody owns the Internet, there is no centralized
control, and nobody can turn it off. Its evolution depends on rough
consensus about technical proposals, and on runni ng code.

Engi neering feed-back fromreal inplenentations is nore inportant
than any architectural principles.

3. General Design |Issues

3.1 Heterogeneity is inevitable and nmust be supported by design

Mul tiple types of hardware nust be allowed for, e.g. transnission
speeds differing by at | east 7 orders of nagnitude, various conputer
word | engths, and hosts ranging from nenory-starved m croprocessors
up to massively parallel superconputers. Miltiple types of
application protocol mnmust be allowed for, ranging fromthe sinplest
such as renmote login up to the nost conplex such as distributed

dat abases.

3.2 If there are several ways of doing the sane thing, choose one.

If a previous design, in the Internet context or el sewhere, has
successfully solved the same problem choose the sane sol ution unl ess
there is a good technical reason not to. Duplication of the sane
protocol functionality should be avoi ded as far as possible, wthout
of course using this argunent to reject inprovenents.

3.3 Al designs nust scale readily to very many nodes per site and to
many millions of sites.

3.4 Performance and cost nust be considered as well as functionality.

3.5 Keep it sinple. Wen in doubt during design, choose the sinplest
sol uti on.

3.6 Modularity is good. If you can keep things separate, do so.
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3.7 In many cases it is better to adopt an al nost conplete sol ution
now, rather than to wait until a perfect solution can be found.

3.8 Avoid options and paraneters whenever possible. Any options and
paraneters should be configured or negotiated dynam cally rather than
manual | y.

3.9 Be strict when sending and tol erant when recei ving.

| mpl enent ati ons nust follow specifications precisely when sending to
the network, and tolerate faulty input fromthe network. \Wen in
doubt, discard faulty input silently, without returning an error
nmessage unless this is required by the specification

3.10 Be parsinmonious with unsolicited packets, especially multicasts
and broadcasts.

3.11 Circul ar dependenci es nust be avoi ded.

For exanpl e, routing nust not depend on | ook-ups in the Domain
Nane System (DNS), since the updating of DNS servers depends on
successful routing.

3.12 bjects should be self decribing (include type and size), within
reasonable linits. Only type codes and other magi ¢ nunbers assigned
by the Internet Assigned Numbers Authority (I ANA) nay be used.

3.13 Al specifications should use the sane term nol ogy and notation
and the same bit- and byte-order convention

3.14 And perhaps nost inportant: Nothing gets standardi sed unti
there are nultiple instances of running code.

4. Nane and address issues
4.1 Avoid any design that requires addresses to be hard coded or
stored on non-vol atile storage (except of course where this is an
essential requirenment as in a name server or configuration server).
In general, user applications should use names rather than addresses.
4.2 A single naming structure should be used.
4.3 Public (i.e. widely visible) names should be in case-independent
ASCII. Specifically, this refers to DNS names, and to protoco
el ements that are transmtted in text format.

4.4 Addresses nust be unanbi guous (unique within any scope where they
may appear).
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4.5 Upper layer protocols rmust be able to identify end-points
unanbi guously. In practice today, this neans that addresses nust be
the sane at start and finish of transm ssion

5. External |ssues

5.1 Prefer unpatented technol ogy, but if the best technology is
patented and is available to all at reasonable terns, then
i ncorporation of patented technol ogy is acceptable.

5.2 The exi stence of export controls on some aspects of I|nternet
technology is only of secondary inportance in choosing which
technol ogy to adopt into the standards. Al of the technol ogy
required to inplenent Internet standards can be fabricated in each
country, so world w de depl oynment of Internet technol ogy does not
depend on its exportability fromany particular country or countries.

5.3 Any inplenmentation which does not include all of the required
conmponents cannot cl ai m conformance with the standard

5.4 Designs should be fully international, w th support for

| ocalisation (adaptation to |ocal character sets). In particular
there should be a uniform approach to character set tagging for
i nformation content.

6. Related to Confidentiality and Authentication
6.1 All designs nmust fit into the IP security architecture.

6.2 It is highly desirable that Internet carriers protect the privacy
and authenticity of all traffic, but this is not a requirenent of the
architecture. Confidentiality and authentication are the
responsibility of end users and nust be inplemented in the protocols
used by the end users. Endpoints should not depend on the
confidentiality or integrity of the carriers. Carriers nay choose to
provi de sone | evel of protection, but this is secondary to the
primary responsibility of the end users to protect thensel ves.

6.3 Wherever a cryptographic algorithmis called for in a protocol
the protocol should be designed to pernit alternative algorithns to
be used and the specific algorithmenployed in a particul ar

i mpl enent ati on should be explicitly labeled. Oficial |abels for
algorithnms are to be recorded by the | ANA

(I't can be argued that this principle could be generalised beyond the
security area.)
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6.4 I n choosing algorithms, the algorithm should be one which is

wi dely regarded as strong enough to serve the purpose. Anong
alternatives all of which are strong enough, preference should be
given to al gorithnms which have stood the test of tine and which are
not unnecessarily inefficient.

6.5 To ensure interoperation between endpoi nts naki ng use of security
services, one algorithm (or suite of algorithns) should be nmandat ed
to ensure the ability to negotiate a secure context between

i mpl ement ations. Wthout this, inplenentations mi ght otherw se not
have an algorithmin conmon and not be able to comunicate securely.
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Security Considerations

Edi

I AB

Security issues are discussed throughout this neno.
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