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Address Allocation for Private Internets

Status of this Meno

Thi s docunent specifies an Internet Best Current Practices for the
Internet Conmunity, and requests discussion and suggestions for
i mprovenents. Distribution of this neno is unlimted.

I nt roducti on

For the purposes of this docunent, an enterprise is an entity

aut onomously operating a network using TCP/IP and in particular
determ ning the addressing plan and address assignments within that
net wor k.

Thi s docunent describes address allocation for private internets. The
all ocation permts full network |ayer connectivity anong all hosts

i nside an enterprise as well as anong all public hosts of different
enterprises. The cost of using private internet address space is the
potentially costly effort to renunber hosts and networks between
public and private.

Moti vation

Wth the proliferation of TCP/IP technol ogy worl dw de, including
outside the Internet itself, an increasing number of non-connected
enterprises use this technology and its addressing capabilities for
sole intra-enterprise comunications, without any intention to ever
directly connect to other enterprises or the Internet itself.

The Internet has grown beyond anyone's expectations. Sustained
exponential growth continues to introduce new chall enges. One
chall enge is a concern within the community that globally unique
address space will be exhausted. A separate and far nore pressing
concern is that the anmount of routing overhead will grow beyond the
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capabilities of Internet Service Providers. Efforts are in progress
within the community to find long termsolutions to both of these
probl ems. Meanwhile it is necessary to revisit address allocation
procedures, and their inpact on the Internet routing system

To contain growh of routing overhead, an Internet Provider obtains a
bl ock of address space from an address registry, and then assigns to
its customers addresses fromw thin that bl ock based on each customner
requirenent. The result of this process is that routes to nmany
custoners will be aggregated together, and will appear to other
providers as a single route [ RFC1518], [RFC1519]. |In order for route
aggregation to be effective, Internet providers encourage customners
joining their network to use the provider's block, and thus renunber
their conputers. Such encouragenent nay becone a requirenent in the
future.

Wth the current size of the Internet and its growmh rate it is no

| onger realistic to assunme that by virtue of acquiring globally

uni que | P addresses out of an Internet registry an organi zation that
acqui res such addresses woul d have Internet-w de |IP connectivity once
t he organi zation gets connected to the Internet. To the contrary, it
is quite likely that when the organizati on would connect to the
Internet to achieve Internet-wide |IP connectivity the organization
woul d need to change | P addresses (renunber) all of its public hosts
(hosts that require Internet-wide IP connectivity), regardl ess of
whet her the addresses used by the organization initially were

gl obal I y uni que or not.

It has been typical to assign globally unique addresses to all hosts
that use TCP/IP. In order to extend the life of the |Pv4 address
space, address registries are requiring nore justification than ever
before, making it harder for organizations to acquire additiona

addr ess space [ RFC1466] .

Hosts within enterprises that use IP can be partitioned into three
cat egori es:

Category 1: hosts that do not require access to hosts in other
enterprises or the Internet at |large; hosts within
this category nay use | P addresses that are
unanbi guous within an enterprise, but may be
anbi guous between enterprises.

Category 2: hosts that need access to a limted set of outside
services (e.g., E-mail, FTP, netnews, renote | ogin)
whi ch can be handl ed by nedi ati ng gateways (e.g.
application | ayer gateways). For many hosts in this
category an unrestricted external access (provided
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via | P connectivity) may be unnecessary and even
undesirabl e for privacy/security reasons. Just |ike
hosts within the first category, such hosts nmay use
| P addresses that are unanbi guous within an
enterprise, but nmay be anbi guous between
enterprises.

Category 3: hosts that need network | ayer access outside the
enterprise (provided via I P connectivity); hosts in
the | ast category require | P addresses that are
gl obal | y unanbi guous.

W will refer to the hosts in the first and second categories as
"private". W will refer to the hosts in the third category as
"public".

Many applications require connectivity only within one enterprise and
do not need external (outside the enterprise) connectivity for the
majority of internal hosts. In larger enterprises it is often easy to
identify a substantial nunber of hosts using TCP/IP that do not need
network | ayer connectivity outside the enterprise.

Sonme exanpl es, where external connectivity m ght not be required,
are:

- Alarge airport which has its arrival/departure displays
i ndividual |y addressable via TCP/IP. It is very unlikely
that these displays need to be directly accessible from
ot her networKks.

- Large organi zations |ike banks and retail chains are
switching to TCP/IP for their internal communication. Large
nunbers of |ocal workstations |like cash registers, noney
machi nes, and equi pnent at clerical positions rarely need
to have such connectivity.

- For security reasons, many enterprises use application
| ayer gateways to connect their internal network to the
Internet. The internal network usually does not have
direct access to the Internet, thus only one or nore
gateways are visible fromthe Internet. In this case, the
i nternal network can use non-unique | P network nunbers.

- Interfaces of routers on an internal network usually do not
need to be directly accessible fromoutside the enterprise.
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3. Private Address Space

The Internet Assigned Nunbers Authority (l1ANA) has reserved the
followi ng three bl ocks of the I P address space for private internets:

10.0.0.0 - 10.255.255.255 (10/8 prefix)
172.16.0.0 - 172.31.255.255 (172.16/12 prefix)
192.168. 0. 0 - 192.168.255. 255 (192. 168/ 16 prefix)

W will refer to the first block as "24-bit block", the second as
"20-bit block", and to the third as "16-bit" block. Note that (in
pre-CIDR notation) the first block is nothing but a single class A
networ k nunber, while the second block is a set of 16 contiguous
class B network nunbers, and third block is a set of 256 contiguous
class C network nunbers.

An enterprise that decides to use | P addresses out of the address
space defined in this document can do so w thout any coordination
with ANA or an Internet registry. The address space can thus be used
by many enterprises. Addresses within this private address space wil |
only be unique within the enterprise, or the set of enterprises which
choose to cooperate over this space so they may comuni cate with each
other in their own private internet.

As before, any enterprise that needs gl obally unique address space is
required to obtain such addresses froman Internet registry. An
enterprise that requests |IP addresses for its external connectivity
wi || never be assigned addresses fromthe bl ocks defined above.

In order to use private address space, an enterprise needs to

det erm ne which hosts do not need to have network |ayer connectivity
outside the enterprise in the foreseeable future and thus could be
classified as private. Such hosts will use the private address space
defined above. Private hosts can communicate with all other hosts

i nside the enterprise, both public and private. However, they cannot
have | P connectivity to any host outside of the enterprise. Wile not
havi ng external (outside of the enterprise) |IP connectivity private
hosts can still have access to external services via nediating
gateways (e.g., application |ayer gateways).

Al'l other hosts will be public and will use globally unique address
space assigned by an Internet Registry. Public hosts can conmunicate
with other hosts inside the enterprise both public and private and
can have I P connectivity to public hosts outside the enterprise.
Public hosts do not have connectivity to private hosts of other
enterpri ses.
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Movi ng a host fromprivate to public or vice versa involves a change
of | P address, changes to the appropriate DNS entries, and changes to
configuration files on other hosts that reference the host by IP

addr ess.

Because private addresses have no gl obal neaning, routing infornmation
about private networks shall not be propagated on inter-enterprise
links, and packets with private source or destination addresses
shoul d not be forwarded across such |links. Routers in networks not
using private address space, especially those of Internet service
providers, are expected to be configured to reject (filter out)
routing informati on about private networks. If such a router receives
such information the rejection shall not be treated as a routing
protocol error.

Indirect references to such addresses shoul d be contained within the
enterprise. Proninent exanples of such references are DNS Resource
Records and other information referring to internal private
addresses. In particular, Internet service providers should take
measures to prevent such | eakage

4. Advant ages and Di sadvant ages of Using Private Address Space

The obvi ous advantage of using private address space for the Internet
at large is to conserve the globally uni que address space by not
using it where gl obal uni queness is not required.

Enterprises thenmsel ves al so enjoy a nunber of benefits fromtheir
usage of private address space: They gain a lot of flexibility in
net wor k desi gn by having nore address space at their disposal than
they could obtain fromthe gl obally uni que pool. This enables
operationally and adninistratively conveni ent addressi ng schenes as
wel | as easier growth paths.

For a variety of reasons the Internet has already encountered
situations where an enterprise that has not been connected to the
Internet had used I P address space for its hosts without getting this
space assigned fromthe I ANA. In sone cases this address space had
been already assigned to other enterprises. If such an enterprise
woul d | ater connects to the Internet, this could potentially create
very serious problens, as |IP routing cannot provide correct
operations in presence of anbiguous addressing. Al though in principle
Internet Service Providers should guard agai nst such nistakes through
the use of route filters, this does not always happen in practice.
Using private address space provides a safe choice for such
enterprises, avoiding clashes once outside connectivity is needed.
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A maj or drawback to the use of private address space is that it may
actually reduce an enterprise's flexibility to access the Internet.
Once one comits to using a private address, one is conmitting to
renunmber part or all of an enterprise, should one decide to provide
| P connectivity between that part (or all of the enterprise) and the
Internet. Usually the cost of renunbering can be neasured by
counting the nunber of hosts that have to transition fromprivate to
public. As was discussed earlier, however, even if a network uses

gl obal Il y uni que addresses, it may still have to renunber in order to
acquire Internet-wide I P connectivity.

Anot her drawback to the use of private address space is that it may
requi re renunberi ng when nerging several private internets into a
single private internet. If we review the exanples we list in Section
2, we note that conpanies tend to nerge. If such conpanies prior to
the nmerge nmintained their uncoordi nated internets using private
address space, then if after the nerge these private internets would
be conbined into a single private internet, sone addresses within the
conbined private internet nmay not be unique. As a result, hosts with
t hese addresses woul d need to be renunbered.

The cost of renunbering may well be mitigated by devel opnent and

depl oyment of tools that facilitate renunbering (e.g. Dynanic Host
Configuration Protocol (DHCP)). When deciding whether to use private
addresses, we reconmmend to inquire conmputer and software vendors
about availability of such tools. A separate |ETF effort (PIER
Working Group) is pursuing full docunmentation of the requirenents and
procedures for renunbering.

5. Qperational Considerations

One possible strategy is to design the private part of the network
first and use private address space for all internal |inks. Then plan
public subnets at the |locations needed and design the externa
connectivity.

Thi s design does not need to be fixed permanently. If a group of one
or nore hosts requires to change their status (fromprivate to public
or vice versa) later, this can be acconplished by renunbering only
the hosts involved, and changi ng physical connectivity, if needed. In
| ocati ons where such changes can be foreseen (nmachi ne roons, etc.),

it is advisable to configure separate physical nedia for public and
private subnets to facilitate such changes. |In order to avoid mgjor
network disruptions, it is advisable to group hosts with simlar
connectivity needs on their own subnets.
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If a suitable subnetting schene can be designed and is supported by
t he equi pnent concerned, it is advisable to use the 24-bit bl ock
(class A network) of private address space and nake an addressing
plan with a good growth path. |If subnetting is a problem the 16-bit
bl ock (class C networks), or the 20-bit block (class B networks) of
private address space can be used.

One nmight be tenpted to have both public and private addresses on the
sanme physical nmedium Wile this is possible, there are pitfalls to
such a design (note that the pitfalls have nothing to do with the use
of private addresses, but are due to the presence of multiple IP
subnets on a common Data Link subnetwork). W advise caution when
proceeding in this area.

It is strongly recommended that routers which connect enterprises to
external networks are set up with appropriate packet and routing
filters at both ends of the link in order to prevent packet and
routing information | eakage. An enterprise should also filter any
private networks frominbound routing information in order to protect
itself from anbi guous routing situations which can occur if routes to
the private address space point outside the enterprise.

It is possible for two sites, who both coordinate their private
address space, to conmunicate with each other over a public network.
To do so they nust use some nethod of encapsul ation at their borders
to a public network, thus keeping their private addresses private.

If two (or nore) organizations follow the address all ocation
specified in this docunent and then |later wish to establish IP
connectivity with each other, then there is a risk that address

uni queness would be violated. To mnimze the risk it is strongly
recomended that an organi zati on using private |IP addresses choose
randomy fromthe reserved pool of private addresses, when allocating
sub-bl ocks for its internal allocation

If an enterprise uses the private address space, or a mx of private
and public address spaces, then DNS clients outside of the enterprise
shoul d not see addresses in the private address space used by the
enterprise, since these addresses woul d be anbi guous. One way to
ensure this is to run two authority servers for each DNS zone

contai ning both publically and privately addressed hosts. One server
woul d be visible fromthe public address space and would contain only
the subset of the enterprise's addresses which were reachabl e using
public addresses. The other server would be reachable only fromthe
private network and would contain the full set of data, including the
private addresses and whatever public addresses are reachable the
private network. In order to ensure consistency, both servers should
be configured fromthe same data of which the publically visible zone
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only contains a filtered version. There is certain degree of
addi tional conplexity associated with providing these capabilities.

Security Considerations
Security issues are not addressed in this meno.
Concl usi on

Wth the described scheme nmany |arge enterprises will need only a
relatively small block of addresses fromthe globally unique IP
address space. The Internet at |arge benefits through conservation of
gl obal Il y uni que address space which will effectively |engthen the
lifetime of the I P address space. The enterprises benefit fromthe
increased flexibility provided by a relatively large private address
space. However, use of private addressing requires that an

organi zation renunber part or all of its enterprise network, as its
connectivity requirenents change over tine.
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